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Abstract
In a world driven by connections – from financial and communication systems to social and biological processes, it is not surprising that interest in graph algorithms has exploded. Graph analytics can uncover the workings of intricate systems and networks at massive scales for any organization, and with this we see graph technology and the supply chain is fast becoming increasingly important to ethical and responsible AI, explains the author of this article.

Introduction
Business and governments are turning to artificial intelligence (AI) for a variety of reasons including satisfying our desire for faster more personalized services – but how do we build trust in (and into) these systems?

AI comes with the promise of reduced operational costs, smarter decision-making and increased efficiencies designed to improve the consumer experience. As we enter a new decade, AI will need to be more predictable and prove it is more trustworthy. Essential to this is well thought out AI governance relating to data quality and that requires an AI supply chain.

There is an obvious cross over here. Providing predictable accountability and permitted data will drive further investment and innovation in AI, while achieving wide-scale adoption citizens will not only need to trust the technology, but be comfortable with and fully understand how their data is actually being used.

At a minimum, AI is beginning to assist in making ‘decisions’ that will have a direct impact on our lives. At a maximum, these decisions are being made with little or no
human interaction. This raises ethical issues, edge cases and questions about AI and its alignment with the values and principles of society.

**A moral decision-making framework for AI**
As AI becomes more sophisticated it will be used for more complex decision making. But, if an automated decision is proved to be the wrong one, who will get the blame? Not knowing who will be held responsible if something goes wrong will undermine citizens’ trust in the areas of health diagnosis, insurance claims and so forth. The issue of competence is one that needs to be tackled.

**Developing transparency**
If AI is used to make a significant decision we should strive for a more transparent view of the reasoning process to work out explainability and accountability. Also, just as in supply chains, tracking leads to better understanding and we can use this model to better track data as well as look at using interpretable models when possible.

**Getting rid of bias**
Bias can easily enter into AI systems. Training data it uses, for example, can include biased human decisions or flawed sampling. It is therefore essential that care is taken to cleanse, balance and de-bias the data fed to AI so that it can learn in a non-discriminatory way. This means understanding the data and its sources.

**Ethical guidelines and context for AI will accelerate in 2020**
This year we will see the ethics around AI become more of a factor. The EU Ethics Guidelines¹ are likely to include updated checklists early this year. At the same time, we expect organizations to use techniques such as adding context to build and implement more responsible AI.

AI is smarter, more flexible and more trackable when we add context. When AI systems are given related information to draw on, they are more accurate, can handle a broader range of situations and make more complex, nuanced decisions.

Graphs are extremely impressive and established tools for managing supply chains, helping to coordinate, track and unravel complex interdependencies. This is a very important point. You can purchase an eco-friendly t-shirt – but you do not know if an AI is ethically trained or the training data used is biased. This is completely unsatisfactory. We predict that in 2020, as the challenge of AI and ethics becomes a major issue, we must provide AI with the right context and transparency to effectively track supply chains.

Graphs have been recognized as extremely powerful tools when it comes to incorporating context. We predict that this year, as the challenge of AI and ethics comes to the fore, providing AI with the right context for more trustworthy and smart decision making will be critical.
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